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 ABSTRACT 

In recent years due to economic conditions and the uncertain situation of a country, many employees 
with a certain level of education, work experience and different countries in development and the 
level of income per capita of a country and several other factors cause many employees to move to a 
new place. the. Because there are many factors that cause employees to move careers and advances 
in information technology also make it difficult to predict what factors affect decision-making 
employees to move to work to new places. Therefore, it is necessary to know what factors and 
conditions or what are the employees so that they have a tendency to move to work so that the 
company can prevent, anticipate and immediately seek other solutions early if this condition must 
occur from its employees. Based on the problems described, this study discusses the classification of 
employees who have a tendency to change workplaces using the Naive Bayes algorithm. The goal is 
expected to identify the dominant factors in influencing employees to change workplaces. From the 
results of the research conducted by Naive Bayes, it was found that 3 dominant factors were 
influencing, namely the STEM area of expertise, the size of the company size and the level of 
education as well as the accuracy level of 80.79% and AUC 0.816. 
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1.  Introduction 

With the very rapid development of 

science and technology, it can help humans to 

solve all the problems and needs that are 

increasingly numerous and complex. In recent 

years due to economic conditions and the 

uncertain situation of a country, many 

employees with a certain level of education, 

work experience and different countries in 

development and the level of income per 

capita of a country and several other factors 

cause many employees to move to a new 

place. On the one hand, we also understand 

the human desire to have a better life, so 

employees must compete for jobs and better 

careers. This is what the authors adopt to be 

the subject of research, namely predicting the 

classification of employees who have a 

tendency to change jobs. Because there are 

many factors that cause employees to move 

careers and advances in information 

technology also make it difficult to predict 

what factors influence the decision-making 

employees to move to work to a new place. 

Therefore, every company feels it is 

necessary to know what factors and 

conditions or what are the employees so that 

they have a tendency to move to work so that 

the company can prevent, anticipate and 

immediately seek other solutions early if this 

condition must occur from its employees. 

This is something a company should 

understand, because the progress of a 

company depends on the performance of its 

employees. So, if there are employees who are 

experienced, trained and have qualified skills 

for the development and progress of the 

company suddenly move to another place, of 

course this is undesirable to happen in the 

company. 

Based on the problems described, this 

study discusses predicting the classification of 

employees who have a tendency to change 

workplaces with the Naive Bayes Algorithm. 

The purpose of holding it is to know the 

classification of employees who have a 

tendency to move to work and the dominant 

factors or attributes that determine the 

influence of employees to change workplaces. 
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2.   Methodology 

2.1. Naive Bayes Algorithm 

The Naive Bayes algorithm is one of the 

algorithms contained in the classification 

technique. Naive Bayes is a classification 

using probability and statistical methods 

proposed by the British scientist Thomas 

Bayes, which predicts future opportunities 

based on previous experience, so it is known 

as the Bayes Theorem. The theorem is 

combined with Naive where it is assumed that 

the conditions between attributes are 

independent of each other. The Naive Bayes 

classification assumes that the presence or 

absence of certain features of a class has 

nothing to do with the characteristics of other 

classes 

Information: 

 X : Data with an unknown class 

 H : The data hypothesis X is a 

specific class 

 P(H|X): Probability of hypothesis H 

based on        condition X 

(posteriori probability) 

 P(H) : The probability of the 

hypothesis H (prior            

probability) 

 P(H|X): Probability of X based on 

hypothetical        conditions 

 H P (X): Probability X 

By using the above equation, the data that 

has been obtained can be processed with the 

Naive Bayes algorithm for assessing the data 

to be classified. 

 

2.2. Research Methods 

The research method used by the author in 

this study is an experimental research method, 

with the following stages consisting of 5 

stages, namely the data collection stage, the 

data preprocessing stage, the feature selection 

stage, the data classification stage, and the 

classification result analysis stage. These 

stages are described in figure 1 below 

 

 

 

 

Figure 1. Research Methodology 

 

The method used by the author in this study 

is an experimental research method, with the 

following stages: 

a. Data collection 

The data in this study were taken from the 

site www.kaggle.com, namely HR 

Analytics data 2019-2020: Job Change of 

Data Science. This data collection is done 

by doing a valid data filter. The author 

uses 19,158 data with 11 attributes as 

follows: 

1. City _development _index, 

2. Training hours, 

3. Gender, 

4. Relevant _experience, 

5. Enrolled university, 

6. Education level, 

7. Major _ discipline, 

8. Experience, 

9. Company size, 

10. Company type, 

11. Last _new _ job. 

 

b. Initial Data Processing 

At the initial processing stage of the 

training dataset for data classification, the 

preprocessing stage is used so that missing 

data, symbols or punctuation marks can be 

removed. This process is the initial stage 

before testing the method, where the 

training dataset to be used is checked first 

for missing values. The preprocessing 

stage of the training dataset used by the 

author to use Rapid Miner to produce a 

training dataset in good condition 

 

 



 

 

 

 

c. The Proposed Method 

The method used in this research is the use 

of the Naive Bayes algorithm method 

 

d. Experiment and Testing Methods 

In testing the method proposed in this 

experiment, software is used as a tool, 

namely Rapid Miner. With the data used is 

the training data 19,158 data and with 11 

attributes, where 1 attribute as a label and 

10 attributes as regular.  

In this study, the Attribute Label chosen 

was the Attribute Relevant Experience, in 

the sense that this test is that employees 

change jobs in accordance with work 

experience or field expertise 

 

e. Evaluation of Results Validation 

After knowing the results of the predictions 

in the classification process, the next step 

is testing. The resulting data is tested for 

accuracy by creating confusion matrix and 

the level of accuracy is calculated. After 

the accuracy is known, the resulting data 

can be known for its precision and recall 

values and visualized with the Area Under 

Curve (AUC). In addition, the level of 

accuracy of each curve can be tested again 

to see the level of presentation. 

 

3. Results and discussion 

3.1.  Experiments and Research of the Naïve 

Bayes Algorithm Method 

Data processing uses Rapid Miner tools 

for research the Naïve Bayes algorithm 

with 10 validations. The research process 

was carried out with the HRD train 

dataset that had been preprocessed 

beforehand, and the Naïve Bayes 

Algorithm research process was carried 

out as shown in figure 2 below. 

 

 

 

 

 

 

 

 

Figure 2. Research process of Naïve Bayes Algorithm  

with Rapid Miner 

 

3.2  The results of the Naïve Bayes Algorithm 

research process can be seen in each 

regular attribute with the Relevant 

Experience attribute label. 

In the following pictures is a Chart of 10 

Attributes (regular) with Attributes (Label) 

Relevant-experience accordingly and 

incompatible. 

Figure 3. Chart of Attribute Gender 

 

It can be seen from the results of the picture 

that the majority of employees who have the 

tendency to move to work are men 

 

 
Figure 4. Chart of Attribute Company size 

From the chart, that the companies that are 

interested in employees who have a tendency 

to move to work are middle-class companies 

(50-99) 



 

 

 

 

 
Figure 5. Chart of Attribute Enrolled University 

It can be seen from the chart, that the 

majority of employees who have the 

tendency to move their jobs are not 

enrolled in tertiary institutions (no 

enrollment) 

 

 
Figure 6. Chart of Attribute Education Level 

It can be seen from the chart, that most of 

the employees who have the tendency to 

move to work are those who have a 

bachelor's level of education 

 

 
Figure 7. Chart of Attribute Experience 

From the chart, it can be seen that most 

of the employees who have a tendency to 

move to work are those who have had a 

long work experience of up to 20 years. 

 

 
Figure 8. Chart of Attribute Company Type 

From the chart, it can be seen from the test 

results that most of the employees moved to 

work to and from private companies (Pvt Ltd) 

 
Figure 9. Chart of Attribute Last New Job 

From the chart, you can see the results of the 

test that the majority of employees move to 

work to new places after they have worked for 

an average of 1 year in the new place. 

 

 
Figure 10. Chart of Attribute Major Discipline 

From the chart, it can be seen that the results 

of the test are that most employees who have 

a tendency to move their jobs have disciplines 

of expertise in the fields of Science 

Technology, Engineering Mathematical 

(STEM) 

 

 
Figure 11. Chart of Attribute City Development 

Index 

From the chart, it can be seen that the results 

of the test are that most employees who have 

a tendency to move their jobs are located or 

live-in cities that have a high average growth 

rate index (0.8-0.9) 

 

 
Figure 12. Chart of Attribute Training Hours 



 

 

 

 

From the chart, it can be seen that the results 

of the testing for most employees who have a 

tendency to change jobs are those who have 

undergone or attended training with a lot of 

material related to their fields, on average 60-

80 hours of training. 

 

3.3. The results of the research process using 

the Naïve Bayes algorithm to classify 

HRD data in this research test resulted in 

accuracy, precision and recall 

 
Figure 13. Accuracy results from the testing process 

Naive Bayes 

From the chart, it can be seen that the 

results of testing this research with the 

Naive Bayes algorithm are an accuracy 

level of 80.79%. 

 

 
Figure 14. Precision results from the testing process 

Naive Bayes 

From the chart, it can be seen that the 

results of testing this research with the 

Naive Bayes algorithm are the value of 

the precision level of 68.29% 

 

 
Figure 15. Recall results from the testing process 

Naive Bayes 

From the chart, it can be seen that the 

results of testing this research using the 

Naive Bayes algorithm are 58.71% recall 

rate. 

 

3.4. The results of the research process with 

the Naïve Bayes algorithm to classify 

HRD data in this research produce AUC 

and ROC graphs in figure below. 

 
Figure 16. AUC results from the testing process 

Naive Bayes 

From the chart, it can be seen that the 

results of testing the Naive Bayes AUC 

algorithm are 0.816 

 

3.5.  The results of the research process with 

the Naïve Bayes algorithm to classify 

HRD data in this research produce 

Performance Vector in figure below 

 
Figure 17. Performance Vector results from the 

testing process    Naive Bayes 

From the results of the image, it can be 

seen that the results of the vector 

performance of this research test using 

the Naive Bayes algorithm are in 

accordance with the relevant experience 

2462 and not according to 629. And it is 

known that the results of the accuracy of 

the recall precision and AUC are also 

known. 

 

3.6. The results of the testing process using 

the Naïve Bayes algorithm for 

classifying HRD data in this research 

resulted in a Simple Distribution in the 

figure below. 



 

 

 

 

 
Figure18. Simple Distribution results from the testing 

process   Naive bayes 

From the chart, it can be seen that the 

results of testing with the Naive Bayes 

algorithm produce Simple Distribution 

showing that the Has Relevant Experience 

Class is 0.720 (10 distributions) and the 

Class No Relevant Experience is 0.280 

(10 distributions). 

 

3.7. The results of the testing process using 

the Naïve Bayes algorithm for 

classifying HRD data in this research 

produce a list of factors that affect 

employees to change places of work as 

follows 

 
Table 1. List of Factors That Affect Employees To 

Change Employment 

 
Based on the list, it can be seen that the 

results of research with the Naive Bayes 

algorithm, of the 10 attributes or factors 

that influence employees to change their 

place of work, there are 7 dominant 

factors in the following order: 

1. Major discipline 0.205 

2. Company size 0.138 

3. Education level 0.114 

 

3.8. The following is a comparison of the 

results of research using the data mining 

algorithm method with the same HRD 

dataset on several datamining algorithm 

methods are Naive Bayes, Generalized 

Linear Model, Deep Learning and 

Decision Tree 

 

 
Figure 19. Comparison of the results of Accuracy 

from research with several data mining 

algorithms 

From the chart results, it can be seen that the 

accuracy value of Naive Bayes is 81.16% and 

each of the other data mining algorithm 

research, the average is 81.10%. 

 

 
Figure 20. Comparison of the results of Classification 

Error from research with several datamining 

algorithms 

From the chart results, it can be seen that the 

Classification error value of Naive Bayes is 

18.84% and each of the other data mining 

algorithms research, the average is 18.88%. 

 
Figure 21. Comparison of the results of AUC from 

research with several datamining algorithms 

From the chart results, it can be seen that the 

AUC value of Naive Bayes is 0.819 and each 

of the other data mining algorithms research, 

the average is 0.823. 

 



 

 

 

 

 
Figure 22. Comparison of the results of Gains from 

research with several datamining algorithms 

From the chart results, it can be seen that the 

Gains value of Naive Bayes is 994 and each 

of the other data mining algorithms research, 

the average is 982. 

 

 
Figure 23. Comparison of the results of Model 

Building Time from research with several datamining 

algorithms 

From the chart results, it can be seen that the 

Model Building Time value from Naive 

Bayes is 81.184s and each of the other data 

mining algorithms research, the average is 

100.128s. 

 

4.  Conclusion 

Based on research to predict the classification 

of employees who have a tendency to move to 

work using the Naive Bayes Algorithm 

method, the following points are obtained. 

1. In this research with 10 (attribute) factors 

that influence employees to change 

workplaces, research using the Naive 

Bayes algorithm shows that there are 3 

factors that are very dominant in 

influencing the tendency of employees to 

change workplaces, namely the skill 

factor with discipline in the fields of 

expertise in Science Technology, 

Engineering. Mathematical (STEM) with 

the highest score of 0.205, followed by the 

company size factor with a value of 0.138 

and the next factor is the level of 

employee education with a value of 0.114. 

2. The results of the research process with 

the Naïve Bayes algorithm to classify 

HRD data in this research produce 

Performance Vector with an accuracy 

value of 80.79% and Area Under Curve 

(AUC) 0.816. 

3. From the chart, it can be seen that the 

results of research with the Naive Bayes 

algorithm produce Simple Distribution 

showing that the Has Relevant Experience 

Class is 0.720 (10 distributions) and the 

Class No Relevant Experience is 0.280 

(10 distributions 
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